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Abstract 
The capability of reference evapotranspiration (ET0) in water loss consideration benefits irrigation planning, 

agricultural studies, and water resources management. The requirement for effective meteorological data 

determination is noteworthy in the ET0 estimation, in which Pearson, Kendall’s tau-b correlation coefficients, the 

standardized Beta coefficient, stepwise regression (in statistical approach), simple additive weighting with fuzzy 

normalization (F-SAW), and Shannon’s entropy (multi-criteria) were considered as the preprocessing methods. 

Different combinations of meteorological data in 11 synoptic stations in Iran were applied to test the performance 

of the methods. The first three statistical methods  (Pearson, Kendall’s tau-b correlation coefficients, and the 

standardized Beta coefficient) yield similar results. Root mean square error decreasing from Pearson and stepwise 

regression to F-SAW is 15.4% and 14.7%, respectively; therefore, the F-SAW could enhance the ET0 simulations. 

The differences between the two preprocessing methods based on the MCDM approach in all 132 cases are low, 

except for 34 cases with better performance of F-SAW. F-SAW performance investigation among all stations on 

annual and monthly scales stated that Zanjan and Semnan stations, with Nash-Sutcliffe efficiency equal to 0.97 

and 0.99, respectively, have better performance than the other stations. The temperature, humidity, wind speed, 

and solar radiation were obtained as the effective data. In the decision-making analysis with high efficiency, the 

procedure of assigning weights to the criteria has an important role, and the high performance of F-SAW can be 

linked to the normalization structure. In the different climates of stations, the performance of each dataset is 

distinctive; therefore, an efficient preprocessing method can upgrade the adequacy of ET0 estimation. 
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1. Introduction 

Evapotranspiration refers to the process by 

which water moves from soil, water resources, 

and plants into the atmosphere. It is a crucial 

indicator for understanding the water cycle in 

ecosystems. Knowledge of actual 

evapotranspiration is valuable for assessing 

water availability and conducting climate change 

studies (Yao and Malik, 2022; Zhu et al., 2024). 

Despite all improvements, the measurement of 

actual evapotranspiration is accompanied by 

difficulty in some locations. In this regard, an 

accurate method for actual evapotranspiration 

estimation is linked to the reference 

evapotranspiration (ET0) determination as a 

significant component. The ET0 computation 

methods can be classified into four groups, 

which are based on mass transfer, temperature, 

radiation, and combination. The Food and 

Agriculture Organization of the United Nations 

(FAO) Penman-Monteith method is widely 

recognized for its high accuracy and has been 

validated across different climatic conditions, 

making it a globally accepted standard (Shu et 

al., 2022). Also, the FAO Penman-Monteith 

method can test the other ET0 computation 

methods and exhibit their accuracy, such as 

evaluating the modified Hargreaves-Samani, 

Thornthwaite, and Blaney-Criddle methods with 

the FAO 56 Penman-Monteith model (Yadeta et 

al., 2020). Also, the machine learning models 

can be applied to estimate ET0, for instance, ET0 

determination with the artificial neural network 

(ANN) and climate-based methods (Chauhan 

and Shrivastava 2009) and with the hybrid ANN-

gray wolf optimization (Maroufpoor et al., 

2020).  

Input data is one of the important factors in the 

ET0 estimation (Hu et al., 2023). The need to 

multiply data as the input of the model is one of 

the problems related to the FAO 56 Penman-

Monteith method, which a preprocessing 

technique can conquer this issue. A review of 

research indicated that a comprehensive 

investigation of preprocessing methods has not 

been done for dominant input data determining 

the potential evapotranspiration, and there is 

little research in this area. Also, the commonly 

used methods were based on statistical concepts, 

while the use of multi-criteria decision making 

can be considered a valid method. 

Tabari and Talaee  (2013) tested different 

combinations of meteorological data using a 

multilayer perceptron network model with high-

performance input data of mean temperature, 

relative humidity, and wind speed at 2 m. The 

other research focused on linking the extreme 

learning machine with the optimization method 

as an alternative method to estimate ET0 using 

the limited meteorological data. Gong et al. 

(2021) found that air temperature could be 

introduced as the dominant data, especially in the 

field with no radiation data.  The limited number 

of synoptic stations and observed data can 

decrease the precision of estimated ET0; 

therefore, the Shu et al. (2022) proposed method 

in a study in China was considered in the 

empirical and optimized machine learning 

models to simulate ET0 in the field with low data. 

The empirical models consist of Albrecht, 

Hargreaves-Samani, Priestley-Taylor, Penman, 

and multiple linear regression, and random forest 

for the machine learning models, which they 

regionalize the empirical model parameters. The 

incorporation of empirical and machine learning 

models could obtain an accurate simulated ET0 

in the field with scarce data. In the mentioned 

research, only a modeling structure was applied 

to discover the relationship between data and 

ET0 without any data investigation, while the 

importance of input data into the ET0 models 

revealed the need for preprocessing methods to 

uncover the dominant climatic data as the input 

data for ET0 estimation. Ghabaei Sough et al. 

(2010) used the stepwise regression and Gamma 

test approaches to evaluate the effect of the 

preprocessing step in daily evapotranspiration 

estimation. The results showed that coupling 

ANN with the gamma test is a useful tool in the 

preprocessing steps. The preprocessing method 

in the previous research is based on statistical 

concepts, but the multi-criteria decision-making 

approach can be a good selection in this regard. 

The potential of the entropy method in the 

Southeastern United States was examined to 

reveal important information about the data by 

Ellenburg et al. (2017). The Shannon entropy for 

each data was computed for daily 8 and 32-day 

aggregations. The different ET data from the 

energy budget approach and based on a complex 

iterative solution and a modified Penman 

method, were compared, and the results showed 

a considerable difference in the uncertainty of 

the methods. An optimal input combination was 

investigated to estimate ET0 with a hybrid 

artificial intelligence model in some synoptic 

stations of Iran. The research tries to capture the 

uncertainties of variables by information entropy 
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principles (Shannon entropy). Entropy analysis 

indicates the importance of each variable at each 

location, which has a different climate. The 

model of Maroufpoor et al. (2020) with inputs of 

minimum and maximum temperature and wind 

speed had the lowest error. Ahmadi et al. (2021) 

introduced the τ Kendall and entropy as the 

preprocessing methods, which showed that the 

impressive data are the air temperature 

consisting of minimum, maximum, mean 

temperature, and solar radiation for ET0 

estimation. The important outcome of this 

research is the significance of preprocessing 

methods for effective data determination.  Kim 

et al. (2023) increased the efficiency of ET0 

methods without a high number of input data by 

using the recalibration process, which was 

proposed for the Hargreaves-Samani model 

parameters. The recalibrated Hargreaves-Samani 

had a better fit of estimated ET0 by the FAO-56-

Penman-Monteith method. This type of 

calibration is a kind of modeling process, and it 

does not emphasize the input data. In some 

studies, such as Saroughi et al. (2024), the series 

decomposition methods, such as wavelet 

transform methods, were applied as the 

preprocessing step, like using the variational 

mode decomposition method in 

evapotranspiration estimation in dry land (Fu et 

al., 2021). This approach works only on 

decomposed time series, for which the number is 

high. In this case, the dominant input data 

selection is necessary  to decrease the number of 

decomposed series, which reveals the 

importance of the preprocessing method of this 

study.    

Despite the acceptability of the FAO Penman-

Monteith method, the need for a large amount of 

reliable weather measurements, such as solar 

radiation and wind speed, has challenged the 

method. These data are often not available in 

developing countries,  and the issue is related to 

the limited number of equipped meteorological 

stations or inaccuracies of measurement (Berti et 

al., 2014). Therefore, the need for an alternative 

ET0 method seems necessary, and efficient 

artificial intelligence techniques with a low 

number of input data can obtain accuracy equal 

to the FAO method. In this regard, the 

preprocessing step with a selection of important 

input data is more important. Many studies were 

focused on the statistical preprocessing method, 

and the need for a new method is felt. This study 

introduces a novel approach by systematically 

comparing multiple preprocessing methods for 

ET0 estimation by integrating decision-making 

techniques to improve data selection and model 

accuracy. The preprocessing methods belong to 

the correlation concept, regression analysis, and 

decision-making approach, with different 

normalization methods. To increase the accuracy 

of decisions, more than one evaluation criteria 

were considered in the analysis. 

 

2. Materials and methods 

2.1. Study area description 

The analysis of this study is focused on eleven 

stations (1992-2021). The station’s spatial 

distribution consists of the North, West, North-

West, East, and the center of Iran (Figure 1). The 

studied stations are designed to examine the 

validity of different proposed methods in diverse 

climates. The maximum and minimum annual 

precipitation are related to the Ramsar and Yazd 

stations, respectively. Two formulaic (De 

Martonne (1925) and precipitation effectiveness 

index, PEI) and graphical methods (climagraph) 

were used as a way to analyze the climate of 

stations. The formula section with two different 

mathematical structures and the graphical 

section combining meteorological data attempt 

to extract the prevailing climatic conditions in 

the region in a different manner. The De 

Martonne climate classification of stations 

includes Ramsar (very humid)- Kermanshah, 

Hamadan, Maku, Zanjan, Shiraz, Ardabil, 

Urmia, Mashhad (Semi-arid)- Semnan, Yazd 

(arid). Yazd and Ramsar have the minimum and 

maximum values of the De Martonne index. The 

different intensities of the index reflect the 

climatic diversity of the studied stations. The 

high values of PEI in Figure 2 are indicative of 

humidity, which Yazd and Ramsar had the 

minimum and maximum values of PEI, 

respectively. As shown in Figure 3, the 

climograph of Ramsar (marked with a red arrow) 

displays significant precipitation variability 

compared to temperature fluctuations. In 

contrast, other stations show less variation in 

precipitation.  The other climagraphs (except 

Ramsar) can be divided into two groups, which 

were shown in Figure 3 with zoom (showing by 

two blue circles with dash and round dot lines) 

with the minimum variation in precipitation of 

Yazd and Semnan stations. Some of the data used 

are the minimum temperature, maximum 

temperature, relative humidity, wind speed, and 

sunshine hours on a monthly time scale. 
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Figure 1. The location of the studied stations in each province in the map of Iran 

 

 
Figure 2. The climate of the studied stations with the PEI climate classification method 
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Figure 3. The climograph of stations with zoom on the climographs of all stations except Ramsar to 

show clearly the temperature and precipitation variations 

 

2.2. Preprocessing methods 

The preprocessing step in the modeling process 

has great importance in deriving the effective 

and precise factors from the input data. 

Several preprocessing methods were 

investigated in this study to identify the 

dominant input data for ET0 estimation. There 

are different methods for determining ET0, each 

of which requires different data and methods. In 

1948, Penman proposed a formula for ET0, 

which was later used and modified by a large 

number of experts, and the structure of the FAO 

Penman-Monteith equation is illustrated in 

equation 1.  

 

 

 

(1) 

  

Where, Rn is the net radiation, G is the soil heat 

flux, ea-ed is the vapour pressure deficit of the air, 

U2 is the wind speed at 2m,   is the slope of 

saturation vapour pressure temperature 

relationship,    and is the psychrometric 

constant (Shu et al., 2022).  

The preprocessing methods include the Pearson 

correlation coefficient, Kendall’s tau-b 

correlation coefficient, the standardized Beta 

coefficient, stepwise regression, Shannon’s 

entropy, and simple additive weighting with 

fuzzy normalization. These methods were 

selected for their ability to assess important 

variables with data analysis from different 

aspects by correlation detection and data 

normalization, ensuring accurate ET0 estimation.   
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2.2.1. Pearson correlation coefficient 

The coefficient can distinguish the correlation 

between independent and dependent variables; 

higher values indicate higher dependency. The 

range of coefficients is from -1 to 1, where values 

close to +1 or -1 indicate strong positive or 

negative linear relationships, respectively. The 

correlation coefficient can be defined as equation 

2, which the independent variable can explain 

the changes of the dependent variable (R2), with 

the coefficient increasing above 0.6. The Pearson 

correlation coefficient is brought in equation 3, 

which is greater than 0.8 is indicating of high 

correlation.  

 

 

 

 

(2) 

 

 

 

 

(3) 

Where, O is the observed values, F is the 

forecasted value, O  , F  are the average of 

observed and forecasted values, N is the number 

of data, Cov(O, F) is the covariance between O 

and F,   and is the standard deviation 

(Ahmadpari and Khaustov 2025 ). 

 

2.2.2. Kendall’s tau-b correlation coefficient 

The coefficient is another nonparametric statistic 

that determines the degree of dependency. The 

efficiency of the coefficient is for data samples 

with tied ranks. The range of the coefficient is 

between -1 and 1, and the absolute values of the 

coefficient can determine the monotonic relation 

of two variables (Raffinetti and Aimar, 2019). 

 

2.2.3. Standardized Beta coefficient 

One of the important parameters in the 

regression analysis is the standardized Beta 

coefficient that measures the effect of each 

independent variable on the dependent variable. 

The high absolute value of the standardized Beta 

coefficient is indicative of powerful 

effectiveness (Nieminen 2022).  

 

2.2.4. Stepwise regression 

The emphasis of stepwise regression is on the 

best and most impressive variables from a large 

set of variables (Malek et al., 2007). Indeed, the 

explanatory variables were chosen for a multiple 

regression model from a group of candidate 

variables by going through a series of automated 

steps. At each step, the candidate variables are 

investigated, one by one, using the t-statistics. 

The rule of forward selection starts with no 

explanatory variables, which then adds variables 

one by one, and the variables with high 

significance are retained. The stop criterion is the 

absence of statistically significant variables. The 

backward elimination rule is based on stopping 

the discarding when each variable of the 

equation is statistically significant (Smith, 

2018). 

The statistical data analysis of the Pearson and 

Kendall’s tau-b correlation coefficient, the 

standardized Beta coefficient, and stepwise 

regression are related to the correlation 

coefficient between ET0 and meteorological 

data. 

 

2.2.5. Shannon’s entropy 

Decision-making is not always between two 

options, and sometimes we have to make the 

right selection among several options. In this 

case, a multi-criteria decision is made, 

depending on the sensitivity of the problem, for 

which certain methods can help to reach the best 

option. Therefore, multi-criteria decision making 

(MCDM) analysis has many usages in various 

sciences, such as Dooley et al. (2009) in 

agriculture, Butchart-Kuhlmann et al. (2018) in 

hydrology, Jiang et al. (2021) in environmental 

studies, and management of energy (Musbah et 

al., 2022). The MCDM by powerful strategies 

can facilitate decision-making in management 

problems and operational analysis (Dwivedi and 

Sharma, 2022a). Some methods are illustrated to 

solve MCDM problems, such as Shannon’s 

entropy. Shannon (1948) proposed the entropy 

method. The process of entropy analysis is to 

assign the weights of the objective criterion 

(Dwivedi and Sharma, 2022a, b). The 

assumption of entropy analysis is the importance 

of data with high-weight indicators relative to the 

data with low-weight indicators (Dwivedi and 

Sharma, 2022 b). The Shannon entropy can be 

defined as the mean value of information that the 

source transmits by each symbol. The 

transmission uncertainty can be proportional to 

the expected value of the probability logarithm 

of receiving a symbol sequence (Shternshis et al., 

2022). 

The first step of the entropy method is to 

construct a decision matrix(DM) which includes  

the criteria and decision options  (Eq.4), where xij 
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defines the performance of the ith alternative 

(number of alternatives) and jth criteria (number 

of criteria). Decision matrix normalization is the 

second step of entropy analysis, and Eq.5 can 

normalize the DM. The entropy values can be 

calculated using Eq.6 in the third step of entropy 

analysis. The final step is the weights,  wj, and 

determination related to each criterion (Eq.7). 
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Where Ej is the value of entropy, and log m is the 

entropy coefficient (Dwivedi and Sharma, 

2022a).  

 

2.2.6. Fuzzy simple additive weighting 

The first step of this method is to number a 

decision matrix. The second step tries to 

normalize the values of the decision matrix, for 

which, in this study, fuzzy normalization was 

proposed. In this method, the elements of the 

decision matrix are different for positive and 

negative criteria, and Eqs. 8 and 9 are for positive 

and negative criteria, respectively (Dwivedi and 

Sharma, 2002a). 
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The next step after DM construction and 

normalization is multiplying the normalized 

matrix by the matrix of weights. At the end step, 

the best result can be obtained according to 

relation 10. 
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Where n is the normalized matrix, and w is the 

weight matrix.  

Different combinations of data were defined to 

implement the preprocessing methods. 

The evaluation criteria of decision making 

analysis methods, Shannon,s entropy and fuzzy 

simple additive weighting, in this study are 

related to the root mean square error (RMSE), 

mean absolute error (MAE), correlation 

coefficient (R), Nash-Sutcliffe efficiency 

coefficient (NSE), and geometric mean error 

ratio (GMER), which their structures are in 

Eqs.11-14. 
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Where Fi is the forecasted value, Oi is the 

observed value, 𝑂̅  is the mean of the observed 

value (Abdelbaki, 2016; Jamil and Bellos, 2019). 

The effective data determination on the ET0 

process using the mentioned methods should be 

done in the context of artificial intelligence 

models; therefore, support vector regression 

(SVR) was used in this research, due to its high 

capability in forecasting issues. 

 

2.3. Support vector regression (SVR) 

The regression analysis aims to minimize the 

error between observed and forecasted values; 

this matter can be possible by SVR with the 

estimation foremost value in a certain threshold, 

such as the distance of the boundary line and 

hyperplane. The structure of SVR and the 

definition of the kernel function in the SVR 

process allow it to upgrade the values of error 

tolerance (Rezaei et al., 2023). SVR tries to 

decrease the operational risk with reorganization 

and increase the margins of data (Cai et al., 

2023). Some of the SVR strengths are: the 

independence of the computational complexity 

of SVR on the scale of the input space, SVR 

preferential performance for low sample size 

with a high feature space dimension, the high 

generalizability with high predictive accuracy, 

and the foundation matter is the flexibility of 

SVR in determination the values of acceptable 
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error of model to know a proper line (Rezaei et 

al., 2023). In the SVR structure, w and b are the 

coefficients of the modeling between the 

mapping function and the dependent variable, 

and in one kind of SVR, ε-SVR, can be obtained 

from the optimization problem (Eq. 15).  
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Where k is the kernel function (Haoyuan et al., 

2023). 

 

3. Results 

The selection of effective meteorological data on 

the ET0 simulation was focused on the minimum 

temperature (Tmin), maximum temperature 

(Tmax), relative humidity (RH), wind speed (U), 

sunshine hours(S), and solar radiation (R). The 

considered time scale is annual and monthly. The 

period division is based on 80% and 20%, 

wherein 1992-2015 and 2016-2021 are 

calibration and verification periods, respectively. 

FAO Penman-Monteith was employed as the 

reference method for ET0 comparison. Some 

preprocessing methods based on the statistical 

approach were applied to measure the 

dependency of data and ET0, and the results are 

displayed in Figure 4. 

Fig. 4 applies a heat map, which is a two-

dimensional representation of data with a system 

of color-coding. In this map, the Pearson, τ 

Kendall correlation coefficients and 

standardized Beta coefficient values for different 

stations are represented by colors. The maximum 

Pearson and τ Kendall correlation coefficients in 

the annual scale is related to the maximum 

temperature, wind speed, solar radiation, 

maximum temperature, wind speed, wind speed, 

maximum temperature, wind speed, wind speed, 

wind speed and maximum temperature in the 

Maku, Yazd, Zanjan, Ardabil, Mashhad, 

Semnan, Kermanshah, Shiraz, Hamadan, Urmia 

and Ramsar, respectively. Generally, the pink 

cell, which shows high correlation in Fig. 4.a, is 

low for relative humidity. 

The maximum Pearson correlation coefficient in 

the monthly scale is related to the solar radiation, 

maximum, and minimum temperature in all 

stations. This matter was preserved by τ Kendall 

correlation coefficient. The green cell, which 

shows the low correlation in Fig. 4b, is high for 

relative humidity. The maximum Beta 

coefficient in the annual scale is solar radiation, 

wind speed, wind speed, solar radiation, wind 

speed, wind speed, relative humidity, wind 

speed, wind speed, solar radiation, and solar 

radiation in the Maku, Yazd, Zanjan, Ardabil, 

Mashhad, Semnan, Kermanshah, Shiraz, 

Hamadan, Urmia, and Ramsar, respectively. The 

maximum Beta coefficient in the monthly scale 

in the Maku, Yazd, Zanjan, Ardabil, Mashhad, 

Semnan, Kermanshah, Shiraz, Hamadan, Urmia, 

and Ramsar is the maximum temperature, 

maximum temperature, solar radiation, solar 

radiation, minimum temperature, minimum 

temperature, solar radiation, solar radiation, 

maximum temperature, solar radiation, and solar 

radiation, respectively. 
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(a) 

Figure 4. Heat map of Pearson, τ, Kendall correlation coefficients, and standardized Beta coefficient 

in annual, a, and monthly, b, time scales for all stations. 

 

 

(b) 

Figure 4. cont. Heat map of Pearson, τ, Kendall correlation coefficients, and standardized Beta 

coefficient in annual, a, and monthly, b, time scales for all stations. 
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The derived meteorological data in the stepwise 

regression at the annual scale can be described as 

the relative humidity, wind speed, solar 

radiation, maximum temperature in Maku, wind 

speed, maximum temperature, solar radiation, 

sunshine hours in Yazd, solar radiation, wind 

speed, maximum temperature, relative humidity, 

sunshine hours in Zanjan, relative humidity, 

wind speed in Ardabil, wind speed, relative 

humidity, solar radiation in Mashhad, wind 

speed, maximum temperature, relative humidity 

in Semnan, maximum temperature, relative 

humidity, wind speed, solar radiation in 

Kermanshah, wind speed, maximum 

temperature, solar radiation in Shiraz, wind 

speed, sunshine hours, relative humidity, 

maximum temperature in Hamadan, wind speed, 

maximum temperature, relative humidity in 

Urmia, relative humidity, solar radiation, wind 

speed, minimum temperature, sunshine hours in 

Ramsar. The derived data in the monthly scale 

consist of the maximum temperature, solar 

radiation, relative humidity in Maku, minimum 

temperature, wind speed, solar radiation, 

maximum temperature in Yazd, solar radiation, 

maximum temperature, relative humidity, wind 

speed, minimum temperature, sunshine hours in 

Zanjan, solar radiation, maximum temperature, 

relative humidity, minimum temperature, wind 

speed in Ardabil, solar radiation, maximum 

temperature, wind speed, relative humidity, 

minimum temperature, sunshine hours in 

Mashhad, solar radiation, wind speed, minimum 

temperature, maximum temperature, relative 

humidity in Semnan, solar radiation, maximum 

temperature, wind speed, relative humidity, 

minimum temperature in Kermanshah, solar 

radiation, minimum temperature, relative 

humidity, maximum temperature, relative 

humidity in Shiraz, solar radiation, maximum 

temperature, wind speed, sunshine hours, 

relative humidity in Hamadan, solar radiation, 

maximum temperature, wind speed, minimum 

temperature, relative humidity in Urmia, solar 

radiation, maximum temperature, relative 

humidity, minimum temperature, wind speed, 

sunshine hours in Ramsar. Different 

combinations of data were defined to implement 

the MCDM methods (Table 1). 

 

Table 1. Different combinations of meteorological data to model ET0 

Number of 

input data  

5; first 

group 

case 1 Tmax Tmin RH U S 

case 2 Tmax Tmin RH U R 

case 3 Tmax RH U R S 

case 4 Tmin RH U R S 

Number of 

input data 

4; second 

group 

case 1 Tmax Tmin RH U  

case 2 Tmax Tmin RH S  

case 3 Tmax Tmin RH R  

case 4 Tmax Tmin U R  

case 5 Tmax Tmin R S  

case 6 Tmax Tmin U R  

case 7 RH U S R  

Number of 

input data 

3; third 

group 

case 1 Tmax Tmin RH   

case 2 Tmax Tmin U   

case 3 Tmax Tmin S   

case 4 Tmax Tmin R   

case 5 RH U S   

case 6 RH U R   

case 7 U R S   

 

Decision-making analysis needs some criteria, 

and five criteria, RMSE, R, MAE, NSE, and 

GMER, were applied in Shannon’s entropy 

method. The selected criteria of the method 

include negative criteria, such as RMSE, MAE, 

GMER, and positive criteria, such as R and NSE, 

which are used to find the best solution from all 

data (Tmax, Tmin, RH, U, S, and R), and different 

combinations of data (Table 1). For example, the 

information about the value of weights in 

Shannon’s entropy is shown in Figure 5.   
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Figure 5. Heat map of weights obtained from Shannon’s entropy in the monthly scale for all stations 

 

In Fig. 5, the color distribution is the same as the 

data combination by five numbers, but the data 

combinations with four and three data have color 

diversity. The combination 3-7; the number of 

input data is equal to 3, and the data are wind 

speed, solar radiation, and sunshine hours, has 

the highest weight, pink in Maku. The variety of 

colors is seen is all stations, but it is high in 

Maku, Semnan, Ramsar, Kermanshah, and 

Mashhad. The proposed method in the study to 

compare the performance of Shannon’s entropy 

and fuzzy normalization is the error criteria 

computation of groups with high weight in each 

station, and it is shown in Figure 6.   

In the monthly scale and the combination with 

five input data, the RMSE of all stations related 

to Shannon’s entropy is higher than fuzzy 

normalization, except Mashhad, with the same 

RMSE in the two methods, and Zanjan and Yazd 

with a low error of Shannon’s entropy. In the 

combination with four input data, the RMSE of 

Shiraz and Urmia is the same in the two methods, 

and at the other stations, the RMSE of Shannon’s 

entropy is greater than the RMSE of fuzzy 

normalization. In the combination with three 

input data, the RMSE of the two methods in 

Maku, Mashahd, and Kermanshah is the same, 

and in the other stations except Urima, the 

RMSE of Shannon’s entropy is high. In the 

annual scale and the combination with five input 

data, the MAE of Mashhad is the same in two 

methods, the MAE of Shannon’s entropy in 

Maku, Ardabil, Semnan, Kermanshah, Shiraz, 

Hamadan, Urmia and Ramsar is greater than 

fuzzy normalization, and in the Yazd and Zanjan, 

the MAE of Shannon’s entropy is lower than 

fuzzy normalization. In combination with four 

input data, except Shiraz and Urmia, with the 

same MAE of the two methods, the MAE of 

Shannon’s entropy is higher than fuzzy 

normalization. In the combination with three 

input data, the MAE of the two methods in 

Maku, Mashhad, and Kermanshah are the same, 

the MAE of Shannon’s entropy in Urmia is lower 

than fuzzy normalization, and in the other 

stations, fuzzy normalization has better 

performance. In the other case, the average of 

evaluation criteria was calculated for all stations 

to select the precise combination (Figures 7 and 

8).  
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Figure 6. Compassion, the efficiency of Shannon’s entropy and fuzzy normalization methods, with a 

high weight of each group in all stations 

 

 
Figure 7. GMER, NSE, and R as the evaluation criteria average for all combinations and all stations in 

the annual and monthly scale. 

 



 Statistical and multi-criteria methods for preprocessing………………………….. ….                                           264 

 

 
Figure 8. Evaluation criteria average, RMSE, and MAE, for all combinations and all stations in two 

scales: monthly and annual 

 

In the annual scale, the minimum values of 

RMSE, MAE are related to the 5-3 combination; 

the maximum values of R and NSE are related to 

the 5-1 and 5-3 combinations, respectively. 

GMER has the minimum values in the 3-2 

combination. In the monthly scale, the 5-2 

combination has the minimum values of RMSE, 

MAE, and maximum values of R. The minimum 

values of GMER are related to the 3-7 

combination. If the average of the criteria is 

regarded in each group of Table 1, the RMSE 

decreases in the annual scale from three to four 

and five input data, is 10.01% and 48.73%, 

respectively. The NSE increases on a monthly 

scale from three to four and five input data are 

2.06% and 3.66%, respectively. The combination 

of five input data has the best performance. The 

next part tries to compare the performance of 

preprocessing methods (Figure 9). The 

differences between Pearson and τ Kendall 

correlation coefficients are low; therefore, only 

the Pearson coefficient was used in this part. The 

comparison was conducted on the average of the 

evaluation criteria in all situations. In the fuzzy 

normalization, the selected combination was 

based on the maximum weight of the 

combination. 
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Figure 9. Comparison of the efficiency of preprocessing methods in two scales: annual and monthly 

 

In two scales, the performance of fuzzy 

normalization is in a good state. In the annual 

scale, the Pearson correlation and stepwise 

regression have the same function. In the 

monthly scale, stepwise regression has poor 

performance. The selection of input data based 

on fuzzy normalization could decrease the error 

of the simulation.  

 

4. Discussion  

Some elements can affect the ET0 modeling, and 

in the meantime, the type of data considered has 

high importance. To prevent an increase in the 

operational volume, the account of sufficient and 

effective data can increase the efficiency of the 

ET0 simulation. Therefore, some concepts as the 

preprocessing methods, Pearson and Kendall’s 

tau-b correlation coefficients, the standardized 

Beta coefficient, stepwise regression, Shannon’s 

entropy, and simple additive weighting with 

fuzzy normalization, were tested in this study to 

select the effective data. The basis of the 

correlation coefficient method is measuring the 

correlation between ET0 and meteorological 

data. In the monthly scale, there were no 

differences between the numbers of data with 

significant coefficients between the Kendall and 

Pearson correlation coefficient methods. In the 

stepwise regression, the number of selected data 

points in each station is different; for example, 

the selected data points in Ardabil are two, and it 

is five in Zanjan for the annual scale. In some 

stations, all of the considered data are selected, 

such as in Mashhad and Shiraz, for the monthly 

scale.  

The comparison of preprocessing methods, 

Pearson-fuzzy normalization-stepwise 

regression, indicates that from stepwise 

regression and Pearson to fuzzy methods in the 

annual scale, RMSE decreased by 13.62% and 

12.13% respectively, and MAE decreased by 

14.7% and 15.42%, respectively. The evaluation 

of Shannon’s and fuzzy normalization showed 

that in most stations fuzzy normalization method 

has better performance. All of the methods use a 

mathematical structure to find the dependency of 

ET0 on the input data, but the kind of structure 

and how they work make a difference in the 

obtained results and the performance of the 

methods. In the decision-making analysis, the 
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procedure of assigning weight to the criteria has 

an important role. Ahmadi et al. (2021) proved 

the significance of the preprocessing method in 

the ET0 mechanism investigation. 

Fuzzy performance investigation among all 

stations stated that Zanjan, Ardabil, and Urmia in 

annual scale and Semnan, Shiraz, and Ramsar in 

monthly scale have better performance relative 

to the other stations in terms of evaluation 

criteria.  

In order to investigate the type of climate 

effect, humid or arid, the average of NSE and 

GMER was calculated in each climate: Ramsar 

in the wet group, Maku, Zanjan, Ardabil, 

Mashhad, Kermanshah, Shiraz, Hamadan, 

Urmia in semi-arid, Yazd and Semnan in arid 

climate. The maximum NSE in the annual scale 

belongs to a semiarid climate. The NSE among 

the three kinds of climate on a monthly scale is 

the same and rounded to 0.99. The GMER 

among different climates is almost the same and 

rounded to 1. Therefore, there is no significant 

difference in the criteria of various climates in all 

stations. This issue can be of great help in 

meteorological studies.  

The different data combinations have several 

reactions on ET0 estimation, for example in 

Maku, Ramsar and in annual scale, all of 

combination with four input data had in a worse 

situation relative to using all data (the RMSE 

decreasing from 4-1,4-2,4-3,4-4,4-5,4-6,4-7 

combinations to using all data is 22.12%, 

41.15%, 39.79%, 7.4%, 35.32%, 14.91% and 

29.46% in Maku. The MAE decreasing from  4-

5,4-6,4-7 combinations to using all data is 

61.8%, 51.23%, and 32.64% in Ramsar.) Some 

combinations can strengthen the ET0 estimation 

on the annual scale. For example, NSE 

increasing from all input data to 5-3 combination 

in Urmia, Ramsar, and Semnan is 12.34%, 8.1%, 

and 40.65%, respectively. The variation of 

evaluation criteria in the monthly scale also 

verified the previous item, which RMSE 

decreased 75%, 52.59%, 65.18%, 67.7% from 3-

1, 3-2, 3-3, 3-7 to 5-2 combinations in Ardabil. 

NSE increased from 4-2 to 5-2 and from 4-2 to 

5-4 combination in Maku and Zanjan, 

respectively. The combination with the 

minimum values of MAE and RMSE in Maku, 

Yazd, Zanjan, Ardabil, Mashhahd, Semnan, 

Kermanshah, Shiraz, Hamadan1, Urmia, Ramsar 

in annual scale is 5-2, 4-7, 5-2, 4-6, 5-3, 5-4, 5-

2, 4-4, 4-1, 5-3, 3-1, respectively. The optimum 

combination in a monthly scale is 5-2, 4-1, 5-4, 

5-3, 5-2, 5-2, 5-3, 5-4, 5-1, 5-3, 5-2. In the 

monthly and annual scale, the 5-2 combination 

has high frequency with maximum and 

minimum temperature, relative humidity, wind 

speed, and solar radiation input data. In the study 

of Tabari and Talaee (2013), mean temperature, 

relative humidity, and wind speed were regarded 

as the data with high performance. Yadeta et al. 

(2020) expressed that solar radiation and 

maximum temperature are the remarkable data 

of the study. The maximum values of RMSE and 

MAE was also investigated, which the 

combination in annual sale, in Maku, Yazd, 

Zanjan, Ardabil, Mashhahd, Semnan, 

Kermanshah, Shiraz, Hamadan1, Urmia, Ramsar 

is 3-2, 4-3, 3-4, 3-7, 4-3, 4-5, 3-7, 4-5, 3-1, 3-3, 

3-3, respectively. The minimum and maximum 

values of the error criteria in the monthly scale 

are focused on different combinations of five and 

three input data. The diversity of evaluation 

criteria among all stations showed that in the 

annual and monthly scales, the minimum RMSE, 

MAE, and maximum NSE, and R are related to 

the 5-3 and 5-2 combinations, respectively.  

 

5. Conclusion 

One of the requirements in ET0 modeling is the 

application of an accurate and effective amount 

of meteorological data. Therefore, 

implementation of that before the modeling 

process is necessary, which in this study, two 

approaches based on statistical and multi-criteria 

decision making were applied as the 

preprocessing methods.  

Some findings of the study are given below: 

-In the monthly scale, the combination of five 

and three input data had the best and worst 

performance, respectively. The different 

combinations with various numbers of data had 

different impacts on the ET0 modeling. In 

addition to the kind of input data, the number of 

data points has high importance in stating clearly 

the mechanism of ET0. However, the diversity of 

climate led to finding different combinations in 

each station with high performance, and it is 

indicative of each combination's potential in 

capturing the governing mechanism of the ET0 in 

nature. 

-The results indicated that the normalization 

process had better performance in the 

preprocessing method based on the MCDM 

approach relative to the other methods. The 

average of the criteria showed that the best 

method has no limitations regarding the three 
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types of different climates, wet, semiarid, and 

arid, and the  fuzzy normalization had good 

performance. This method has no geographical 

limitation. Determining an efficient method for 

the preprocessing step has an acceptable 

response in all climates, which is one of the 

strengths and innovations of the research.  

- One of the things that can strongly affect the 

preprocessing method-based MCDM approach 

is the type of decision-making method. In the 

decision-making problem, the method used for 

normalization of the decision matrix has high 

importance in information extraction. 

-In general, maximum temperature, relative 

humidity, wind speed, solar radiation, sunshine 

hours (annual), and minimum temperature 

(monthly) were introduced as the effective data. 

The reason for the better performance of certain 

data combinations is related to the high 

dependency of these combinations on ET0 

variation. 

In general, the normalization method used in the 

structure of the MCDM method, the kind of 

machine learning, and the MCDM method can 

be regarded as the limitations of the study. One 

of the recommendations for the mentioned result 

improvement is to use an efficient MCDM 

method in the preprocessing. Generally, using 

the exact method as the preprocessing step in 

each climate, based on the data capabilities of the 

area and selection of the effective data, can 

upgrade the efficiency of ET0 estimation. It can 

lead to the precise determination of water 

availability and strong policymaking in 

irrigation planning, agricultural studies.  
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